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AKTyaJbHOCTh TeMbl. COBpEMEHHbIE TIpolleCChl ypOaHHW3allMKM, pocTa
HACEJICHUS] U OCBOEHUSI HOBBIX TEPPUTOPUI MPEIBABIISIOT MOBBIIIIEHHBIE TPEOOBAHUS K
CHUCTEMaM TEPPUTOPUATHLHOIO IUJIAHUPOBAHUS. YTPaBIE€HUE MPOCTPAHCTBEHHBIM
pPa3BUTHUEM TOPOJIOB U PETMOHOB TpeOyeT aHajdu3a pasHOPOJHBIX I'€OJaHHBIX — OT
KIIMMaTUYECKUX U JKOJIOTHYECKHX JO COIMATIbHO-DKOHOMUYECKUX. TpaguliiOHHbIE
['MC-nmogxonpl He Bcerja CHPaBISIIOTCS C 3aJadyaMyd BBICOKOM TOYHOCTH U3-3a
HECTIOCOOHOCTU BBISIBIIATh CKPBITbIE 3aKOHOMEPHOCTH B MHOTOMEPHBIX JIAHHBIX.
[IpumeneHue anropuTMoB MamMHHOTO OO0ydeHusi (ML) OTKpbIBaeT BO3MOXKHOCTH
WHTEJJIEKTYallbHOW WHTEPIpETAllMd JaHHBIX, MOCTPOCHUS aJalTUBHBIX MOJENeld U
MOBBIIIEHUS TOYHOCTH MPOTHO30B MPOCTPAHCTBEHHOTO PAa3BUTHUSA, YTO OCOOEHHO
aKTyallbHO B YCJIOBHUSIX CIOXHOTO JaHAamadTa U ObICTPO MEHSIOIIEHCS TOPOJCKOM
Cpelbl.

Heabio JAUCCEPTALMOHHOI padoThI ABISIETCS UCCIIeIOBaHNE u
AKCIEpPUMEHTANIbHAsT TPOBEPKAa METOJ0B aHaliM3a MNPOCTPAHCTBEHHBIX JAHHBIX Ha
OCHOBE aJTOPUTMOB MAIIMHHOTO OOydYeHHs [UJIs 3aJad TEePPUTOPUAIBHOTO
IJIAHUPOBAaHMS, B YACTHOCTH, KJIAcCCU(UKAUUM M CErMEHTallMM TEPPUTOPUN M0
YPOBHSIM NMPUTOAHOCTH J1JIs1 3aCTPOUKHU.

OcHoBHasi uaesi padoOThl 3aKJOYAETCHA B CO3JaHUM BOCHPOU3BOIUMOIO
BBIYMCIIUTEILHOIO  KOHBEHEpa, BKIIOYAIOMIETO  OOBEAMHEHUE  PA3HOPOJHBIX
MPOCTPAHCTBEHHBIX  JAHHBIX  (penbed, CHEKTpalbHbIE MPU3HAKH, KJIUMAT,
uHPpaCTpyKTypa) B €IUHBIA HA0Op MPU3HAKOB, OOyUYEHHE MOJENIe MAaIIMHHOTO
oOyueHus U (GOpMUPOBAHUE UTOTOBBIX KapT MPUTOAHOCTHU. Pa3paboTaHHBIM MOAXO
OpUEHTUPOBAH Ha MOBBIIIIEHUE 00BEKTUBHOCTH u aBTOMAaTH3aLIUIO0
IPaIoOCTPOUTENBHBIX PEIICHUM.

OOBEKTOM HCCeIOBaHUS SIBIIIOTCSA MPOCTPAHCTBEHHbBIE JaHHBIE HCCIIENyEeMON
Tepputopun (Tepputopusi Anaray, AnmatuHckas obnactek, Pecnybnuka Kazaxcran),
BKJIIOYas HU(PPOBYIO MOJIENb penbeda, MyIbTUCIIEKTPATbHbBIE CITYyTHUKOBBIE CHUMKH,
KJIIMMaTUYECKHE TTOKA3aTe U TaHHBIE O TPAHCIIOPTHOM MH(PACTPYKTYpE.

IIpeameTom mcc/ieOBaAaHUSA BBICTYNAKOT METOAbl U QITOPUTMbI MAITUHHOIO
oOyueHHus, MpPUMEHSEMbIe JUIsl TMHUKCEIbHOM M IUIOMIAAHOW  KiIaccuukamum
TEpPUTOpPUM B YCIOBUSIX  HEOJHOPOJHOrO  penbeda U KOMIUIEKCHOU
reonpoCTPAHCTBEHHON MH(pOpMALIIH.



3amavu ucclieI0BAHUS:

- IlpoBecTn aHanu3 CyHIECTBYIOIIMX MOAXOJO0B K HCIOJIb30BAaHUIO METOJIOB
MaIlIMHHOTO OOYYEHUS B TEPPUTOPUATHLHOM IIJIaHUPOBAHUH;

- PaspabotaTh CTpyKTypy NPHU3HAKOB M3 MHOTOKAHAJIBHBIX MPOCTPAHCTBEHHBIX
JAHHBIX;

- PeanuzoBath »Tambl npeaoOpadOTKK JAHHBIX: HOpMaIU3alHio, pa3OueHUEe Ha
MaTyu, ayrMEHTAIUIO;

- OOyuuTh U CPAaBHUTH PA3TUYHBIE MOJICIIM MAIIMHHOTO 00y4eHUs — C GOKycOM
Ha apxutektype CNN-MLP — wu npoBecTH CpaBHUTENIBbHBIA aHalA3 C
mozensimu U-Net, SegFormer, XGBoost, LightGBM no merpukam Accuracy,
F1-score, Cohen’s Kappa;

- IIpoBecTu Kkpocc-BaIUAAIIMIO U COMOCTABICHUE PE3YIHTATOB KiIacCU(DUKALINY C
ATAJOHHOM CXEeMOW/TeHEpAIbHBIM IJIAHOM;

- IlocTpouTh HUTOrOBYIO KapTy HNPUTOJHOCTA U OILIEHUTh €€ MNPAKTUYECKYIO
MIPUMEHUMOCTH JJIsI 33]1a4 TEPPUTOPUATILHOTO TNIAHUPOBAHUSL.

Metonsl uccienoBanusa. B paboTre HCHONB30BaHBI COBPEMEHHBIE METO/IBI
aHajgu3a MPOCTPAHCTBEHHBIX JIAHHBIX, BKJIOYAs CTAHAAPTU3ALMIO U arperamuro
MHOTOKaHAJIbHBIX MPU3HAKOB, OOyuYe€HHE ¢ BaIUAAIMI0 MOJENed MAIIMHHOTO
oOyueHus (B TOM UHCIIe€ HEHPOCETEBBIX U OYCTUHTOBBIX), METO/IbI MPOCTPAHCTBEHHOM
CEMaHTHYECKOM CEerMeHTallld, T[OCTPOEHUE KapT TMPUTOAHOCTH, a  TaKxKe
CTATUCTUYECKUE METPUKHU OIIEHKH KadecTBa kiaccudukanuu (Accuracy, Precision,
Recall, Fl-score, Cohen’s Kappa). DxcnepuMeHTHI MPOBEACHBI C HCIOJIb30BAaHUEM
oubmorek u ¢peiimBopkoB Python (TensorFlow/Keras, Scikit-learn, OpenCV,
GDAL) u reoundopmarnmonnoro I10 (QGIS, ArcGIS).

OcHOBHbBIE N0JI0:KeHN I, BBIHOCHMbI€ HA 3aIIUTY:

- IlpensnoxeH BOCHPOM3BOJUMMBIA  BBIYHCIHUTENbHBIM  KOHBEHEp  aHaln3a
MPOCTPAHCTBEHHBIX JTAHHBIX, BKIIOYAKOIUNA (OPMUPOBAHNE MHOTOKAHATBHBIX
MPU3HAKOB, 00yUYEeHUE MOJICNIEN U TeHepalfio KapT MPUTrOJHOCTH;

- Ob6ocHoBaHa BBICOKas 3 PeKTUBHOCTH apxutektypsl CNN-MLP,
oOecrieynBampIe  OalaHC  MEXIy  TOYHOCTBIO,  YCTOMYMBOCTBIO  H
BBIYUCIUTEILHON SKOHOMHYHOCTBIO TMpU paboTe C  OrpaHUYECHHBIMU
0o0yy4aromumMu BEIOOpKaMU;

- Brmonneno cpaBHenue ¢ anbTepHaTuBHBIMH MojensimMu (U-Net, SegFormer,
XGBoost, LightGBM), 4To mo3BONWIO BBISIBUTH NMPEUMYIIECTBA THOPUIHBIX
MOJXO/IOB B YCIOBHUSX CI0KHOM reonpOCTPAaHCTBEHHOW CTPYKTYPHI;

- Paspaborana mMeTonMKa OIEHKH COTJIACOBAHHOCTH MPOTHO30B C 3TAJIOHHBIMU
CXeMaMHU IrpaJOCTPOUTENbHON TOKYMEHTAIUY;

- DKCHEepUMEHTAJIbHO MOJATBEPKICHA TPUMEHUMOCTh MOJX0/1a K aBTOMAaTU3allu1
TEPPUTOPUAIBHOTO TUIAHUPOBAHUS C YUYETOM KIMMATHUYECKUX, pelabePHBIX U
UHPPACTPYKTYPHBIX (HaKTOPOB.

Onucanve  OCHOBHBIX  pe3yJbTAaTOB  HccjenoBanusi.  Paspaboran
MPOTPaMMHBIN MPOTOTUN MHTEIJIEKTYalbHOIO aHajlu3a MPOCTPAHCTBEHHBIX JIAHHBIX,



peaTu3yoNMi MONHBIM UK OT MOATOTOBKU MPU3HAKOB JI0 T€HEpAIMh HUTOTOBBIX
KapT TMPUTOAHOCTH. OKCIHEPUMEHTHI TMPOBEJAEHBI Ha JaHHBIX Tropoja AJjaray
(AnmaTtuHCcKass 00JacTb) C HUCIOJIB30BAaHUEM MYJIBTUCIEKTPAIBHBIX H300paKEHUMH,
uudpoBbIX Mojenel penbeda u nHPpacTpyKTypHOU HHPOpMALTIH.

- Tounocts knaccudpukanuu (Accuracy): 10 93 % B 3aBUCUMOCTH OT MOJIENU U

CTPYKTYpPbl BXOJHBIX TAHHBIX;

- Koaddumuent nerepmunanum (R?): 1o 0.92 B 3amauax perpeccuu;
- Fl-mepa: no 0.91 no ximroueBoMy Kiaccy "BbICOKast IPUTOAHOCTB .

Mopnenn  Ha  OCHOBE apxutekTypsl CNN-MLP nponemoHcTpupoBanu
HaWJTydIlIe TOKa3aTeJdu MO TOYHOCTH U YCTOMYMBOCTH K HM3MEHEHUIO BXOJHBIX
naHHbIX. CpaBHUTENBHBIN aHAW3 MOATBEPANI, YTO THOPUAHBIE U TpaHC(HOpMEpHbIE
pemenus (B yactHoctd, SegFormer u Vision Transformer) o6anamT nmoTeHIHaIOM
0006menus, ogHako CNN-MLP nokazana 6osiee cTaOuiibHbIE U UHTEPIPETUPYEMBIE
pe3ynbTaThl, OCOOCHHO TIPU OTPAHUYCHHBIX OOY4YarONIUX JaHHBIX M BBICOKOU
MPOCTPAHCTBEHHOM CI0KHOCTH.

Hayunass HoBu3Ha. DBrepBble MNpemyiokeH KOMIUIEKCHBIA TMOAXOH K
MHOTOKPUTEPUATBLHOMN OLIEHKE TEPPUTOPUATLHON MPUTOJHOCTH, COYETAIOIINI METO b
MPOCTPAHCTBEHHOTO aHANIW3a, MAIIMHHOTO OOy4YeHUs M BaJMJAlMM HAa OCHOBE
IpaloCTPOUTENBHON JOKyMeHTaluu. CHUCTEMAaTUYECKU HCCIIEIOBAHBl APXUTEKTYPhI
MoOJieNel, YyBCTBUTENBHOCTh K CTPYKTYPE TaHHBIX U CTA0UIILHOCTD IIPU MEPEKPECTHOM
npoBepke. Pa3paboTaHa MeToaMKa TEHEpallMd UTOTOBBIX KapT MPUTOJHOCTH,
VUYUTHIBAIONIAS ~ IPOCTPAHCTBEHHYIO  CTPYKTYpPY, IUIOTHOCTb  3aCTPOMKH U
AHTPOMOTECHHYIO Harpy3Ky.

IIpakTnueckass 3HAYMMOCTBL. Pe3ynbTaThl MOTYT OBITH MHTETPUPOBAHBI B
cocTaB  HMH(POPMAIMOHHBIX CUCTEM TEPPUTOPUAIBHOTO  IJIAHUPOBAHUS  JUIS
MpEeBAPUTEILHON OIEHKH 3aCTPOMKH, 30HUPOBAHUSI TEPPUTOPUU U TOAACPKKHU
MNPUHATHS TPAJOCTPOUTENbHBIX pelieHui. [lomydeHHble MoOAENM NPUMEHHUMBI B
MpaKTUKE "yMHOT0" rpaOCTPOUTENBCTBA, PETHOHAIBHOTO aHAJIN3a U SKOJIOTUYECKOTO
MOHUTOPUHTA.

CooTBeTcTBHE HANPABJEHUSM PA3BUTHA HAYKH M TOCYyJIapCTBEHHBIX
nporpamMm. Pe3ynbraThl AUCcepTallid COOTBETCTBYIOT MPUOPUTETHHIM HaNlpaBICHUSIM
Hay4YHO-TeXHHUYECKOro pa3Butus PecrnyOnuku Kazaxctan B obnactu nudpoBU3anuu,
YCTOMYMBOIO TEPPUTOPUATLHOTO PAa3BUTUS M PAlMOHAJIBLHOIO UCIOIb30BaHUS
MPUPOJIHBIX pecypcoB. [loydyeHHbIE METOJBI MOTYT OBITh MPUMEHEHBI B MPOEKTaX
«YMHBIX TOPOJIOB», ITU(POBOro KajacTpa U aBTOMATHU3UPOBAHHOTO MOHHMTOPHUHTA, a
TaKke B 3ajayaX MPOCTPAHCTBEHHOTO IUIAHUPOBAHUS HA PETHOHAIBHOM U
HaIlMOHAJIbBHOM YPOBHSIX.

JInuHblil BKJIAJ JOKTOPAHTA. /[JOKTOPAHTOM JIMYHO BBIMIOJIHEHBI: TOCTAHOBKA
Uend U 3aJa4 HUCCIeNOBaHMs, pa3padoTKa KOHIENTYalbHOW U TEXHUYECKOU
apXUTEKTYphl  pEIICHMS, pealu3alus MOPOrpaMMHOTO MNPOTOTHINA  aHalu3a
MIPOCTPAHCTBEHHBIX JTAHHBIX, 00YUYE€HHUE MOJIeJIe MATMHHOTO O0y4YeHUs, MIPOBEICHUE



AKCIEPUMEHTANIbHON BaluAallud U (POPMYJIHMPOBAHHME HAYYHBIX BBIBOJIOB. Takxke
aBTOPOM MOJATOTOBJIEHBI MyOJUKAIIMU U TE3UCHI MO Pe3yJIbTaTaM JAUCCEPTAIUU.
Anpodauus u nyoaukauuu. OCHOBHBIE TIOJIOKEHUS M PE3YJIbTAThI

UCCIIEIOBAHUS JOKIAJBIBATUCh HA MEXKIYHAPOJHBIX U PECHyOJUKAHCKUX HAyUHBIX

KOHpEpeHIUsaX, B TOM 4YHUCIE HAa  MEPONPUITHUSAX, HHJECKCUPYEMBIX B

6a3ax Scopus u Web of Science. [1o Teme nuccepranum omyO0IMKOBaHBbIL:

- 3 craThu B U3JaHUAX, HHAEKcUpyeMbIx Scopus/Web of Science, Bkitouast Advances
in Engineering Software (Q1, Software, 75%), [JACSA (Q3, General CS, 43%),
International Journal of Artificial Intelligence (Q3, Artificial Intelligence, 26%);

- 1 crarbsa B xypHaie «IIIKTY xaGapuibicbi»;

- 1 crarbs B cCOOpHUKAX MEXKIyHAPOIHBIX KOH(PEPEHIUH.



ABSTRACT
of the dissertation titled:

« DEVELOPMENT AND RESEARCH OF SPATIAL DATA ANALYSIS
METHODS IN TERRITORIAL PLANNING SYSTEMS USING MACHINE
LEARNING ALGORITHMS»,
submitted for the degree of Doctor of Philosophy (PhD)
in the educational program 8D06102 — Machine Learning & Data Science
AKYLBEKOV OLZHAS NAURYZBAYEVICH

Relevance of the Study. Contemporary trends in urbanization, demographic
expansion, and territorial development exert escalating pressures on territorial planning
systems. To plan the growth of cities and regions, you need to look at a wide range of
geographic data, including climate, environment, and socio-economic factors.
Traditional GIS-based methods frequently don't give very accurate results since they
can't find hidden patterns in data with several dimensions. Using machine learning
(ML) algorithms opens new ways to understand data, build adaptive models, and make
spatial development forecasts more accurate. This is especially useful in complex
landscapes and cities that change quickly.

The aim of the dissertationis to investigate and experimentally validate
methods for spatial data analysis based on machine learning algorithms for territorial
planning tasks, particularly for the classification and segmentation of areas according
to their suitability for development.

The core idea of the study is to develop a reproducible computational pipeline
that integrates heterogeneous spatial data (elevation, spectral features, climate,
infrastructure) into a unified feature set, trains machine learning models, and generates
final land suitability maps. The proposed approach is aimed at enhancing the objectivity
and automation of urban planning decisions.

The object of the study is the spatial data of the target area (Alatau city, Almaty
Region, Kazakhstan), including a digital elevation model, multispectral satellite
imagery, climatic indicators, and data on transportation infrastructure.

The subject of the study is the set of machine learning methods and algorithms
applied for pixel-based and area-based land classification under conditions of
heterogeneous terrain and complex geospatial information.

Research objectives:

- To analyze existing approaches to the application of machine learning methods
in spatial (territorial) planning;

- To develop a feature structure from multi-channel spatial data;

- To implement data preprocessing steps: normalization, patching, and
augmentation;

- To train and compare various machine learning models — with a particular focus
on the CNN-MLP architecture — and perform a comparative evaluation against



U-Net, SegFormer, XGBoost, and LightGBM using Accuracy, Fl-score, and

Cohen’s Kappa metrics;

- To conduct cross-validation and compare model predictions with a reference
scheme/master plan;

- To construct a final suitability map and assess its practical relevance for
territorial planning tasks.

Research Methods. This study employs modern methods for spatial data analysis,
including standardization and aggregation of multi-channel features, training and
validation of machine learning models (including neural networks and boosting
algorithms), spatial semantic segmentation techniques, suitability map generation, and
statistical classification quality metrics such as Accuracy, Precision, Recall, F1-score,
and Cohen’s Kappa. The experiments were conducted using Python libraries and
frameworks (TensorFlow/Keras, Scikit-learn, OpenCV, GDAL) as well as GIS
software including QGIS and ArcGIS.

Key Provisions to Be Defended:

- A reproducible computational pipeline for geospatial data analysis is proposed,
encompassing multi-channel feature extraction, model training, and suitability
map generation;

- The high effectiveness of the CNN-MLP architecture is substantiated, offering
a balanced trade-off between accuracy, robustness, and computational efficiency,
particularly when working with limited training datasets;

- A comparative evaluation with alternative models (U-Net, SegFormer, XGBoost,
LightGBM) highlights the advantages of hybrid approaches in complex
geospatial environments;

- A methodology is developed for assessing the consistency of model predictions
with reference maps from urban planning documentation;

- The practical applicability of machine learning approaches to the automation of
territorial planning 1s experimentally confirmed, considering climatic,
topographic, and infrastructural factors.

Description of the Main Research Results. A software prototype for intelligent
spatial data analysis has been developed, implementing a full processing cycle — from
feature preparation to the generation of final land suitability maps. Experiments were
conducted using data from the Alatau area (Almaty Region), including multispectral
imagery, digital elevation models, and infrastructure information.

- the validation results demonstrated high values across key performance metrics:

- classification accuracy reached up to 93%, depending on the model;

- coefficient of determination (R?) reached up to 0.92 in regression tasks;

- Fl-score reached up to 0.91 for the most significant class ("high suitability").
The CNN-MLP architecture delivered the best performance in terms of accuracy

and robustness to variations in spatial data. Comparative analysis confirmed that while
hybrid and transformer-based models (such as SegFormer and Vision Transformer)
demonstrated strong generalization capabilities, CNN-MLP produced more stable and



interpretable results, especially under conditions of limited labeled data and high spatial
complexity.

Scientific novelty. A comprehensive approach is proposed for multi-criteria land
suitability assessment, combining spatial analysis methods, machine learning, and
validation based on urban planning documentation. Model architectures were
systematically investigated, along with data structure sensitivity and cross-validation
stability. A methodology was developed for generating final suitability maps that take
into account spatial patterns, building density, and anthropogenic pressure.

Practical significance. The results can be integrated into territorial planning
information systems for preliminary development assessment, zoning, and urban
decision support. The proposed models are applicable in the practices of smart
urbanism, regional analytics, and environmental monitoring.

Alignment with scientific priorities and national programs. The dissertation
results align with the priority areas of scientific and technological development of the
Republic of Kazakhstan in the fields of digitalization, sustainable spatial development,
and rational use of natural resources. The developed methods may be applied in smart
city initiatives, digital cadastre systems, and automated monitoring, as well as in
regional and national spatial planning tasks.

Personal contribution of the PhD candidate. The doctoral candidate
independently defined the research goals and objectives, developed the conceptual and
technical architecture of the solution, implemented the software prototype for spatial
data analysis, trained machine learning models, conducted experimental validation, and
formulated scientific conclusions. The author also prepared publications and
conference abstracts based on the dissertation results.

Publications and dissemination. The main findings and results were presented
at international and national scientific conferences, including those indexed in Scopus
and Web of Science. The dissertation resulted in:

- 3 articles in journals indexed by Scopus/Web of Science, including Advances in
Engineering Software (Q1, Software, 75%), [JACSA (Q3, General CS, 43%),
and International Journal of Artificial Intelligence (Q3, Artificial Intelligence,
26%);

- 1 article in the journal «BULLETIN of D. Serikbayev East Kazakhstan Technical
University»;

- 1 article in international conference proceedings.



AHIATIIA
JICCEPTANMSUIBIK KYMBICHIHA TaKBIPHIOBI:
«MAIHINHAJIBIK OKbITY AJITOPUTMAEPIH KOJIJIAHA
OTBIPBII, AYMAKTBIK ’KOCITAPJIAY KYHUEJIEPIHJIE
KEHICTIKTIK JEPEKTEPAI TAJIJAY 9ICTEPIH 93IPJIEY KOHE
BEPTTEY», 8D06102 — «Machine Learning & Data Science» 611iM 6epy
Oarnapiamacel OoitbinIa Gunocodust gokTopsl (PhD) FeuTbIMU qopexkeciH amy

YIIIH YCHIHBLIFaH
AKBIJIBEKOB OJI’KAC HAYPBIBBAEBUY

3epTTey KYMBICBIHBIH 03eKTuIIri. Ka3ipri ypbanuzaiius, XaablK CAHBIHBIH 6CY1
KOHE KaHa ayMaKTaplibl Wrepy YIepicTepl ayMaKThIK >Kocmapiiay >XyhelepiHiH
THIMJIUIITIHE JKOFaphl TajanTap Kosapl. Kamamap MeH aiiMakTapIblH KEHICTIKTIK
JaMyblH ~ Oackapy  TaOUFU-KIUMATTBIK,  HMHQPPAKYPBUIBIMIBIK,  QJIEYMETTIK-
AKOHOMHUKAJIBIK JKOHE SKOJIOTUSIIBIK AEPEKTEPAIH 1pil KOJIeMiH TalJayabl KaKeT eTe/l.
JlocTypal  TeoakmapaTThIK OMICTEp KOI  eNmeMIl JASpPeKTepAeri  KachIPbIH
3aHABUIBIKTAPbI €CKEepe anMayblHa OalaHbICThl OOMKaMHBIH AQJIJIITIH dpAaiibiM
KaMTaMachbl3 €Te aiMaijpl. AJ MallMHAIBIK OKBITY aJITOPUTMAEPIH KOJIJaHy
KEHICTIKTIK MOJENbACYIH, KEepAl KallbIKThiKTaH 30HATay (33) nepekrepin
MHTEIJIEKTYaJ b WHTEpIpeTalusIIay IbIH AKOHE Tanaay yaepicTepin
aBTOMATTAH/IBIPY/IbIH )KaHA MYMKIHIIKTEPIH alliajbl.

3epTTey KYMBICBIHBIH MAaKCAThI — KYPBUIBICKA KapaMJbUIBIK AeHreiiepi
OOiibIHIIIa ayMakKTapAbl >KIKTEY >KOHE CErMEHTTEY CHSAKThl ayMaKThIK >Xocmapiay
MIHJIETTEP1 YIIIH MAIIMHAJBIK OKBITY aJITCOPUTMIEP] HET131H1€ KEHICTIKTIK AEPEeKTepIl
Tanjay 9AICTEPIH d31piiey KoHE OJIAPIbIH TOKIPUOETIK TUIMALUIITIH TEKCEPY.

3eprTey HbICAHBI — AJaTay Kajiachl (AIMaTbl 00JIBICHI) OOMBIHIIA HUPPIBIK
Oenep yaruiepi, MyJabTUCIIEKTPAJIAbl CITYTHUKTIK CYpeTTep, KIMMATThIK KOPCETKIIITED
KOHE KOJIIK HH(PaKYPHUIBIMBI )KOHIHJIET1 KEHICTIKTIK JAEPEKTED.

3eprTey moHi — opTekTi penbed MeH KypAesil reoaknapaTThIK >Karganiapaa
ayMakTap/ibl MUKCEIbIIK KOHE ayMaKTBIK XIKTEY YIIIH KOJJAAHBUIATHIH MAIIMHAJIBIK
OKBITY 9/IICTEP1 MEH aNTOPUTMIEPI.

3eprTrey minaeTTepi:

- MamuHanelKk OKBITY OJICTEpIH ayMakKThIK JKocmapiiayJa KOJJAaHYJbIH
KOJIJTAaHBICTAFbl TOCUIJIEPIH TANIAY;

- KemnapHamnbl KEHICTIKTIK JEPEKTEP HET131HE OCNTUTIK KYPBUIBIM/IbI 931pJey;

- JlepexkTepal aiuJblH ana e©HJEY: HOpMalW3alus, MNaTdyTapra O0eily XKoHE
ayrMeHTAallUs XKYPri3y;

-  CNN-MLP apxutektypacbina 0aca Ha3zap aygapa OTbIPBIN, MAITUHATBIK OKBITY
mozaenbaepid (U-Net, SegFormer, XGBoost, LightGBM) okbITy >koHE 0Jiap/ibI
Herisri Metpukanap (Accuracy, Fl-score, Cohen’s Kappa) OoilibiHIa
CaJBICTBIPY;



- Mognenbnepain OoKaMaapblH 3TaJOHABI cXeMa/bac >KOCMapMeH CalabICThIpa
OTBIPBIN, KPOCC-BaTUJAIUS OTKI3Y;
- KopbITBIHIBI KapaMIBUIBIK KapTachlH KYpYy JKOHE OHBIH MPaKTUKAJIBIK
MaHbI3/IBUIBIFBIH Oaranay.
3eptrey anictepi. KeHICTIKTIK AepeKTep/il CTaH1apTTay, KenapHaibl Oenriaepai
OIpiKTipy, HEUPOHIBIK >KoHE OYCTHUHITIK MOJEIbJAEPAl OKBITY, KEHICTIKTIK
CEMaHTHKAJbIK CEeTrMEHTAIlus, > KapamAbUIbIK KapTajlapblH KYypy, COHJal-aK
KiaccuuKalus camnachblH OarajiayFa apHaJIfaH CTaTUCTUKAJIBIK METpUKallap
(Accuracy, Precision, Recall, Fl-score, Cohen’s Kappa) KoagaHbUIABL.
OxcnepumentTep Python kitanxanamapel Men dpeiimBopkrapsl (TensorFlow/Keras,
Scikit-learn, OpenCV, GDAL) xone QGIS, ArcGIS I'AXK Kypasiiapbl apKbLIbI )KY3€re
aCBhIPBLUIIBI.
Koprajnyra yChIHBLIATBHIH Heri3ri KaruaaJjap:

- KeHICTIKTIK JAepekTepll TajjlayFa apHalfaH KaWTallaHAThIH ECEeNTeYIIl
KOHBEHEp YCHIHBULABL: KemMapHalbl Oenriiepal  JadWblHayaaH — Oacrtam
KapaMJbUIbIK KapTajlapblH KYpyFa JAeiliH;

- CNN-MLP apxutekTypachlHbIH THIMILIITT HET13J€11 — OYJI MOJIEINb IIEKTEYJI1
OKBITY YATUIEPIHJIE KOFaphl JJAIK, TYPAKTBUIBIK XKOHE TYCIHIKTIIIK KOPCETTI;

- AunbrepnatuBti MozenbaepMmeH (U-Net, SegFormer, XGBoost, LightGBM)
calbICThIpMalibl ~ Oaranay  OKYprizuiim, THOPUATI TOCULAEPHAIH  Kypaesi
T€OKEHICTIKTIK JKaFaimapaa 6ackiM eKEHIIT QI ICH I,

- Mopgens OomkamMaapbelHbIH 0ac JKOCHApIbIH ATaJOHABIK KapTallapbIMEH
COMKECTITiH Oarayiay 9JlicTeMeCl 931pJIeHI];

-  Knumarteik, penbedTik koHEe MHPPAKYPHUIBIMABIK (PakTopiaapibl €CKepyMeH
ayMakTBIK J>KOCIapjay TMpPOUECTepIH aBTOMATTAHABIPY VIIIH MAalllWHAJBIK
OKBITYIbl KOJAaHY IbIH TPAKTUKAIBIK MYMKIHAIT1 TOKIpUOEIIK TYPAE pacTalIbl.
Herizri HoTtmkesep. KeHICTIKTIK  JIepeKTepAl  MHTEIUICKTyalAbl  Taljaay

OoiibiHIIIa OarmapiaMalblK MPOTOTUN  J3IPJICHIN, JKapamAbUIBIK KapTalapblH
reHepanusiayabl TOJBIK KAMTUTBIH €CENTIK KOHBEWEp JKYy3ere achipbUIIbl. Ajartay
ayJaHbl IEPEeKTEPl HET131H/I€ MYJIbTUCIEKTPAJIbl CypeTTep, HUPPIBIK Oeaep yiriaepi
KoHEe WHOPAKYPBUIBIMABIK aKmapaTTap KOJIJAHBUIBIN, KYPTi3UIT€H BaJlUJalus
HOTHKEIEP1 AKOFApbl KOPCETKIMITEP Il KOPCETTI:

- nmangik (Accuracy) — 93% neitin;

- nerepmuHanus kodpduimenti (R?) — 0.92 neitin;

- Fl-menmepi — 0.91 neitin («Korapbl xKapaMIbUIBIK) KIachl).

CNN-MLP apxutekTypachl KEHICTIKTIK KYpPAEJUIIrl >KOFapbl JEPEeKTEPMEH
KYMBIC 1cTey OapbIChIHAA €H JKaKChl JKOHE TYpPaKThl HOTHXKENEp KOPCETTI.
Canbicteipmansl  Tangay  SegFormer xone  Vision  Transformer — ceximmai
TpaHcopMepIiK MOJEIBAEP KAKChI JKaJIbUIay KaOUIEeTiHE Ue €KEeHIH KOPCEeTTI, allaiiia
CNN-MLP npakTukaiblK TYPAKTBUIBIK KOHE HHTEPIpETAIUs )KaFblHaH OachIM OO0JIIbI,
acipece OeNTUIEHTeH IepeKTEP KoJieMl IEKTeYJ XKaraana.



FouibiMmn  xkaHadbIiFbl. KEHICTIKTIK  JKapaMIbUIBIKTBI  Oarajay  OoOMbIHIIIA
KOMKPUTEPUIIIT TOCUT aJIFalll PET YCHIHBUIBIM, KEHICTIKTIK TajlAay, MAalTUHAIBIK OKBITY
KOHE PECMHU KocTapiay KyKaTTapbIMEH CAJIBICTRIPY 9icTepi OipikTipiiail. Monaenbaep
aApXUTEKTYPaAChIHBIH 9CEPi, AEPEKTEP KYPHUIBIMBbIHA CE31IMTANABIFBI MEH TYPAKThUIBIFbI
Ky#eni Typae 3epTTe/l.

IpakTuKaJbIK MAaHBI3bL. 3€PTTEY HOTHXKEJIEPl ayMaKThIK >KOCIHapiay
Kyilenepinzae, *epAl 30HUpJIey MEH KYPBUIbICKA allJIbIH ajia Oara 0epy, SKOJOTHSIIBIK
OakbLIay JKOHE «aKbULJIBI KaJlay TEXHOJIOTUsIIAphIHAA KOJIIaHyFa dKapaM/Ibl.

MeMIeKeTTIK 2JHe FhLIBIMH 1aMy OachbIMABIKTapbIHA cdlKecTiri. ZKymsic
Hotwxkenepl Kazakcran PecriyOnukacblHbIH U PIAHABIPY, OPHBIKTH ayMaKTBIK JaMy
KOHE TaOUFHM pecypcTapiAbl THIMJI NaiaanaHy OarbITTapbl OOMBIHIIIA MEMIIEKETTIK
CTpaTerusuiapra TOJBIK COMKeC Keleal. OMICTep/l VITTHIK JKOHE OHIPIIK JeHreuaeri
«aKbUIIBI KaJla», KaJacTp KOHE MOHUTOPUHT )Ko0anapblH/a naiiananyra 00aabl.

ABTOpIBIH kKeKe YJeci. JJOKTopaHT 3epTTey MakcaTTapbl MEH MIHACTTEPIH
nepOec aMKbpIHAAI, TYXKBIPBIMIAAMANIBIK JKOHE TEXHUKAJBIK IIEHIIMACPAl o31piel,
OarapiaaManbIK MPOTOTHUIITI KY3€Te achIP/bl, MOJEIbIEPl OKBITHII, SKCIEPUMEHTTIK
BAJIUJIAlIMSL JKYPri3lll KOHE FBUIBIMU HOTIDKENEPAl TYKbIpeIMAaAbl. HoTwmxkenep
HET131H/Ie FRUIBIMU MaKanaiap MEH Te3UCTep JalbIHIa b

Anpodanus »KoHe KapusJIaHbIMIAP.

- Scopus/Web of Science 0azanmapeinga uHaekcrenetin 3 makana (Advances in
Engineering Software — Q1, IJACSA — Q3, International Journal of Artificial
Intelligence — Q3);

- «UIKTY xabapuisicel» xKypHalblHIa 1 Makana;

- XanslkapaiblK KoH(pepeHIusap >KuHaKTapblHia | Makana >kapusiiadibl.



